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Outline
• Lectures	12	&	13	introduced	the	simple	linear	regression	model
• Least	Squares	(LS)	and	Maximum	Likelihood	(ML)	estimation	methods
• Today	will	discuss:

• Inferences	in	SLR
• Correlation	and	coefficient	of	determination
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Inferences	about	parameters
• The	two	basic	tools	for	statistical	inference	are:
• Confidence	intervals	(CI):	provide	a	range	of	values	for	the	TRUE	parameter	
of	interest

• Hypothesis	testing:	how	probable	are	the	data	gathered	under	a	null	
hypothesis	about	the	data	generating	distribution

• P-values?	Often	(ab)used.
Compare	the	data	vs the	null	(no	effect)	rather	that	testing	whether	the	data	
are	consistent	with	your	hypothesis

How	‘unlikely’	that	we	would	observe	such	an	extreme	test	statistic	(e.g.,	t*)
in	the	direction	of	the	alternative,	given	that	the	null	hypothesis	is	true
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Inference	about	parameters	
• To	make	inferences	we	need	to	understand	the	sampling	
distribution	of	the	model	estimators:

4

β̂1 ~ N (β1,
σ 2

(Xi − X )
2

i=1

n

∑
)

β̂1 −β1
MSE

(Xi − X )
2

i=1

n

∑

~ tn−2

β̂0 ~ N (β0 ,σ
2 (1
n
+

X 2

(Xi − X )
2

i=1

n

∑
))

β̂0 −β0

MSE(1
n
+

X 2

(Xi − X )
2

i=1

n

∑
)

~ tn−2



Inference	on	𝛽"(true	regression	slope)	
• A	(1-α) 100%	confidence	interval	for	the	true	slope	is	given	by:

𝛽"# ± 𝑡&'(,"'*/( , 𝑠𝑒(𝛽"#),	where	𝑠𝑒 𝛽"# = 𝑀𝑆𝐸/∑ (𝑋7 − 𝑋9)(&
7:"

�

• Hypothesis	test:	𝐻=:	𝛽" = 𝛽"=	𝑣𝑠	𝐻": 	𝛽" ≠ 𝛽"= (𝛽"= is	usually	0).

• Test	statistic	t* has	the	following	distribution:

	𝛽"# − 𝛽"=
𝑠𝑒(	𝛽"#)

~𝑡&'(,"'*/(
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Inferences	– regression	output
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The	p-values	in	the	table	correspond	to	the	two	hypotheses	tests:

𝐻=: 	𝛽" = 0	𝑎𝑛𝑑 𝐻=: 	𝛽= = 0

P-value	=	Probability(observing	something	as	or	more	extreme	than	test	statistic|H0 )
Conclusions: reject	or	fail	to	reject	H0 (NEVER	accept	H1)



Inference	about	the	regression	line
• Let	Xhbe	any	predictor.	We	want	to	estimate	the	mean	of	all	outcomes	
in	the	population	that	have	covariate	Xh:

𝐸 𝑌H = 𝛽= + 𝛽"𝑋H

• The	point	estimate	is	given	by:	𝑌H# = 𝛽=# + 𝛽"#𝑋H
• The	(1-α) 100%	confidence	interval	(CI)	for	𝛽= + 𝛽"𝑋H is	given	by:

𝛽=# + 𝛽"#𝑋H ± 𝑡&'(,"'*/( , 𝑠𝑒(𝛽=# + 𝛽"#𝑋H),	

𝑠𝑒(𝛽=# + 𝛽"#𝑋H) = 𝑀𝑆𝐸
1
𝑛 + [ 𝑋H − 𝑋
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Prediction	intervals
• Previous	slide	showed	the	CI	for	the	unknown	mean at	Xh

• What	if	we	want	an	interval	for	an	actual	(single),	NEW	value	Yh?

𝑌H = 𝛽= + 𝛽"𝑋H + 𝜀H

• We	are	making	inferences	about	an	individual	value,	not	the	mean	of	all	
Xs

• It	should	be	wider	than	the	interval	for	the	mean	of	Y|X,	i.e.,	CI
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Prediction	interval

• The	(1-α) 100%	prediction interval	for	one,	new	value	Yh is	given	by:

𝛽=# + 𝛽"#𝑋H ± 𝑡&'(,"'*/( , 𝑠𝑒(𝛽=# + 𝛽"#𝑋H),	

𝑠𝑒(𝛽=# + 𝛽"#𝑋H) = 𝑀𝑆𝐸
1
𝑛 + [ 𝑋H − 𝑋

9 (/L(𝑋7 − 𝑋9)(] + 1
&

7:"
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• Where	is	+1	coming	from?
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Slope	vs	Correlation
• Slope:	measures	if	there	is	a	linear	trend	(relationship)	b/w	X	and	Y

• Correlation: provides	a	measure	of	the	strength	of	this	linear	
relationship
• Person	correlation

• Statistical	significance	is	the	same

The	p-value	for	testing	that	correlation	is	0	is	the	SAME	as	the	p-value	for	
testing	that	slope	is	0	(why?)
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Examples:	(Same)	Slope	vs Correlation

11



Correlation
• The	estimated	correlation	between	X	and	Y	is	given	by:
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Correlation
• The	correlation	coefficient	𝑟 is	a	unitless measure:	−1 ≤ 𝑟 ≤ 1

• When	𝑟 = 0,	there	is	no	linear	relationship between	X	and	Y

• Estimated	correlation	is	a	function	of	the	estimated	slope:	

That’s	why	we	have	the	same	p-value	for	both	hypothesis	tests!
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Correlation	vs Coefficient	of	Determination
• Coefficient	of	determination	is	denoted	by	𝑟( or	𝑅(

• Used	in	regression	as	a	measure	of	goodness	of	fit	

• It	is	in	fact	a	proportion	which	tells	us	how	much	variation	in	Y	is	
explained	by	the	variation	in	X		

0 ≤ 𝑟( ≤ 1

• If	𝑟( = 1,	then	all	points	fall	perfectly	on	the	regression	line.

• If	𝑟( = 0,	then	the	estimated	regression	line	is	perfectly	horizontal	J.
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Coefficient	of	Determination
• Remember	‘Sum	of	squares	error’:

• ‘Sum	of	squares	regression’:

• ‘Sum	of	squares	total’:

SSTO	=	SSR	+	SSE		

• Coefficient	of	determination	 is	given	by:

• For	simple	linear	regression	only:	
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Readings

Kutner et	al.,	Applied	Linear	Statistical	Models

• Chapter	2,	Sections:	2.1	– 2.5	and	2.9

Next	class:

•Multiple	Linear	Regression	(Continuous	and	Categorical	Predictors)


